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This is a talk about light, and the question of whether we should think of light as a wave, or as a particle, or as both.  By thinking about this question we are introduced to the weird world of quantum physics, and consider the important role which experiments to do with the nature of light played in the development of this fascinating – although at times baffling – field of modern physics.

Our discussion of light begins long before the quantum physics revolution of the early 20th century, however, with the work of the British scientist Isaac Newton in the late 17th century.  Newton’s contribution to physics is immense, and many regard him as the greatest physicist of all time – rivalled perhaps only by Albert Einstein, the famous 20th century Swiss-German physicist.  Newton’s fame stems largely from his work on motion and gravity, which is still absolutely fundamental to how we study those subjects at high school today (see ‘Rocket Science’).  It is perhaps somewhat less widely appreciated that Newton also made highly significant contributions to our understanding of light.  Indeed his work was not restricted solely to theoretical calculations, or even experimental measurements.  In 1686 he designed the first reflecting telescope – a device for collecting light by focussing it with a mirror, rather than a lens.  Although Newton’s reflector was very primitive by today’s standards, it was a revolutionary approach to telescope building, since his reflector was more compact and lightweight and much less badly affected by blurring effects known as spherical aberration than lens-based refractor telescopes of a similar size.  Nowadays all of the world’s large optical telescopes are reflectors – somewhat different in layout from Newton’s original but still based around the same general principles.  The largest ground-based optical telescope in use today is the Keck Telescope in Hawaii (in fact, a pair of identical telescopes), with a primary mirror about 10 metres in diameter.  Moreover, there are well-advanced plans to build an OWL (OverWhelmingly Large) Telescope by about 2020, with a primary mirror 100 metres across!  It would be simply impossible to build a refractor telescope that was anywhere near as large as the Keck – far less OWL; nowadays with telescopes, it really is all done with mirrors!

Around the same time as he was developing his laws of motion and theory of gravity, Newton was also conducting experiments with light, and realised that if sunlight is passed through a triangular piece of glass known as a prism it can be split into the colours of the rainbow.  These experiments opened the way to the science of spectroscopy – which is incredibly useful in astronomy since it allows us to determine the chemical composition of distant stars and galaxies (see ‘Getting the Measure of the Universe’).  Newton studied carefully the results of his experiments with prisms and concluded from them that light consisted of a stream of particles – too small to be seen, thus giving light rays the appearance of being continuous.  Moreover Newton concluded that rays of sunlight were made up of multicoloured particles, but blended together so finely as to give the appearance of white light. The reasoning behind his particle theory was based on the way that light rays were bent as they moved from air through the glass of the prism and then back into the air.  Newton explained the bending as due to a difference in the ‘optical density’ of the air and the glass.
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To see how Newton’s optical density theory might work, consider a band marching in rows across a parade ground towards a muddy field.  Leaving aside the question of why the band doesn’t stop when it reaches the edge of the parade ground, we can see that as the drummers in the front row cross from dry land onto the mud they will move more slowly.  If the band approaches the ground-mud boundary at an angle, this will cause the row of marchers to ‘wheel’ round as the marchers on the end of the row who are still on dry land will begin marching out of step with those who have already crossed onto the mud.  Newton envisaged the glass of the prism as like the mud, ‘slowing up’ the advancing light particles and changing the direction of the light beam.  Light particles of different colours responded differently to the change in optical density: blue light was more strongly affected than red light, and so was bent more by the prism.  Newton’s particle theory could similarly explain other ‘light-bending’ or refraction phenomena, such as the apparent bending of a ruler placed in a beaker of water, or the false depth of fish in a tank of water when viewed from above.

Another phenomenon of light – and one which, of course, was crucial to his design of a reflecting telescope – was the law of reflection: that the angle of incidence is equal to the angle of reflection when light bounces off a mirror.  This law was particularly easy to explain in Newton’s particle theory of light.
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Even at the time of Newton the particle theory of light had a strong rival.  The Dutch astronomer Christian Huygens proposed that light was a wave and suggested that light waves propagate through a tenuous but rigid medium known as the luminiferous ether (for more on the ether see ‘Einstein’s Universe’).  Huygens developed some very useful methods (which we still use today) for tracking the progress of a wavefront.  In fact Huygens’ theory could successfully explain both reflection and refraction, but fell down when one considered another property of waves: diffraction.  This phenomenon is closely related to refraction and concerns what happens to the wavefront when it passes through a small gap in a barrier.  The wavefront spreads out on the other side of the gap, so that regions directly behind the barrier are still disturbed by the wave.  We see the diffraction of water waves when they break against the walls of a harbour; they diffract through the harbour entrance and disturb the water behind the harbour walls.

The diffraction test was a clear one: if light was a wave it would be diffracted; if light was a stream of particles it would not.  At the time of Newton and Huygens, experiments carried out to test for diffraction could detect no such effect, so Newton’s particle theory was generally assumed to be correct.
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Early in the 19th century the British physicist Thomas Young and the French physicist Augustin Fresnel independently carried out a series of experiments that would completely turn things around for the wave theory.  Essentially they returned to study again the phenomenon of diffraction, but this time with much better equipment and more accurate instruments than had existed in Newton’s day.  They demonstrated that light did indeed show the property of diffraction: if a plane wave of light was blocked by a barrier with a very small gap then the light would spread out behind the barrier as a series of circular waves.  Moreover, if there were two gaps in the barrier, then the two semi-circular patterns on the other side of the barrier would show the wave property of interference.  This meant that the wave fronts emerging from the two gaps could either add up to produce a wave of double the amplitude (constructive interference) or cancel each other out to produce a ‘null’ wave of zero amplitude (destructive interference).  One would see this effect as a pattern of light and dark bands, corresponding to constructively and destructively interfering points on the wavefront, behind the slit.  Newton’s particle theory of light could not possibly explain this effect: it was like firing a stream of tennis balls at a wall with two holes, and on the other side of the wall sometimes finding a new tennis ball twice the size!  For the wave theory, however, interference was straightforward to explain: constructive interference occurs at positions where the wavefronts emerging from the two slits are both at their peak, so that the waves are ‘in phase’ and add together to produce a larger wave; destructive interference occurs at positions where e.g. one wavefront is at a peak and the other is at a trough, so that they are exactly ‘out of phase’ and cancel each other out.

These experiments seemed to provide conclusive support for the wave theory of light.  It is interesting to note, however, that initially Fresnel’s work was better received in France than Young’s work was in Britain.  Although Fresnel’s wave theory was, in any case, the more complete – and explained more complicated light phenomena – his greater initial success may also reflect the fact that Young was challenging Newton’s particle theory of light. The British scientific establishment didn’t go against the word of Newton lightly!
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In the second half of the 19th century, with the wave theory of light now firmly established, the British physicist James Clerk Maxwell made an enormous leap forward in explaining how light is produced.  Maxwell developed a unified theory of electricity and magnetism – two phenomena which had been extensively investigated separately, and which were clearly related.  In Maxwell’s theory of electromagnetism a changing electric field (such as the alternating current which powers our modern electrical appliances) produces a magnetic field, and a changing magnetic field produces an electric current.  Maxwell showed that, together, the changing electromagnetic field radiated energy in a manner described by what mathematicians refer to as a wave equation – i.e. Maxwell had shown mathematically that light was a wave!  Moreover, his theory explained light as electromagnetic radiation, which comes in a variety of different forms that together make up the electromagnetic spectrum – of which visible light is only a very small part. The electromagnetic spectrum ranges from the high-energy radiation called gamma rays and x-rays, through ultraviolet, visible light and infrared, to microwaves and radio waves, which have energies many billions of times less than gamma rays or x-rays.

By the beginning of the 20th century, with Maxwell’s electromagnetism seemingly sweeping all before it as a unifying theory, the first hints of trouble for the wave picture of light arrived with our emerging understanding of the structure of the atom.  In 1910 The New Zealand physicist Ernest Rutherford conducted experiments that revealed the existence of a positively charged atomic nucleus surrounded by a cloud of negatively charged electrons (these had been discovered in 1897 by the British physicist J.J. Thompson – another Nobel Prizewinner).  Thus, in Rutherford’s model of the atom, one could think of electrons as point-like particles orbiting the nucleus, almost like planets orbiting the Sun.  (This analogy was not so far-fetched since the electromagnetic force between the nucleus and the orbiting electrons took the same mathematical form as Newton’s gravitational force – see ‘Rocket Science’).

The problem with this simple ‘mini Solar System’ model was that the electrons are continually accelerating as they orbit (even if they maintained a constant speed around the nucleus, they are continually changing their direction, and thus their velocity).  Maxwell’s theory predicted that an accelerating electron should radiate energy (this is basically how a radio transmitter works, by accelerating electrons up and down an aerial).  This would cause the electron very quickly to spiral in towards the nucleus, radiating away all of its energy as it does so. The big question was, then: how do atoms manage to exist at all?  How do their electrons avoid spiralling inwards, causing the atoms to collapse?
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Around the same time as problems were emerging with radiating electrons, physicists were also studying the radiation emitted by a particular type of source, known as a blackbody.  A blackbody is an opaque object that absorbs all of the electromagnetic radiation that hits it.  In turn, the body will then re-emit the same amount of radiation. Thus it is a perfect absorber and emitter of radiation.  When the black body re-emits the radiation it does so over the entire electromagnetic spectrum, but the amount of radiation emitted (the intensity) is different at different wavelengths.  Therefore, if you measure the intensity that is emitted at each wavelength and plot it on a graph, then you get a continuous curve, called a blackbody curve. 

One could imagine a source of blackbody radiation as follows.  Consider a hollow sphere, with a single small hole in its surface.  Suppose we shine a light into the sphere through the hole; if the hole is small enough there is negligible chance that the light will escape again.  Therefore the light energy will be completely absorbed by the sphere and heat it up.  The sphere will then re-emit the energy as blackbody radiation.

A number of physicists were carrying out experiments with blackbody ‘cavities’ like the sphere described above, to determine the shape of the blackbody curve.  The basic observed picture was that the intensity of the radiation falls off to zero at very small and very large wavelengths, and rises to a peak in between. The German physicist Wilhelm Wien found that the peak in the blackbody curve (i.e. the wavelength at which the body is giving off most radiation) depends on the temperature of the black body: the hotter the body, the shorter the wavelength of the peak.  (At hotter temperatures the body gives off much more radiation overall – i.e. if we add up the contributions from all wavelengths).  Wien also was able to find an empirical formula that described how the intensity varied with wavelength, for very short wavelengths, but his formula didn’t work at long wavelengths.  Conversely Lord Rayleigh and Sir James Jeans found an approximate formula that worked well at long wavelengths but gave the wrong prediction at short wavelengths.

Physicists wanted to go beyond these two empirical formulae, however, and find a way to predict theoretically the shape of the blackbody curve for all wavelengths.  This was a real headache, as the theoretical calculations didn’t even predict a peak in the curve; instead, at shorter and shorter wavelengths the intensity was predicted to just keep on increasing.  Clearly this was completely wrong: blackbodies were manifestly not infinitely bright!  Physicists termed the problem the Ultraviolet Catastrophe, since the theoretical predictions became seriously discrepant in the ultraviolet part of the spectrum.

The solution of the Ultraviolet Catastrophe was to come from the German physicist Max Planck – although it is fair to say that, at least initially, his solution was something of a ‘fudge’.  Planck found that he could indeed produce a formula to explain the shape of the blackbody curve at all wavelengths, provided he made the audacious (and at the time unjustified!) assumption that the light energy emitted by the blackbody came in discrete ‘packets’ – which today we call photons.  Planck also assumed that the amount of energy carried by each photon was proportional to its frequency; in fact today we call the constant of proportionality Planck’s constant, and it is one of the most important numbers in physics.

Planck’s assumptions amounted to what in today’s language we would term a quantum hypothesis: they restricted the ‘modes’ available to the blackbody cavity as it re-emitted the energy that it had absorbed – analogous to way in which a plucked guitar string will only resonate at certain frequencies which depend on its length.  Planck did the sums to determine the total intensity of radiation emitted by photons at different wavelengths, and found that the intensity now remained finite as the wavelength tended to zero.  Moreover, his predictions also matched the shape of the blackbody curve at all other wavelengths.  The formula that he fitted to the blackbody curves is known today as the Planck function.  Of course at this time Planck could offer no real explanation of why light should come in quantised photons – it just seemed to work!  Nevertheless, in spite, of these limitations, the age of quantum physics had begun.
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Another famous experiment entered the debate shortly afterwards: the photoelectric effect, which was explained using a photon picture of light by Albert Einstein in 1905.  (In fact Einstein won the Nobel Prize mainly for this work, in 1921, and not specifically for his more famous theories of relativity – see ‘Einstein’s Universe’).  The photoelectric effect, as its name suggests, is the phenomenon whereby a light beam shone onto a metal plate can produce an electric current.  It is basically the physics of the photoelectric effect that lies behind solar power cells and modern astronomical detectors called charge coupled devices (CCDs are now also found in camcorders and digital cameras) although it is a semiconductor array, rather than a metal plate, which is irradiated.  It was assumed that, somehow, the light was liberating electrons from atoms in the metal plate, but exactly how this was happening was uncertain.  Einstein had to explain the following observed facts:  increasing the intensity of the incident light increased the current of electrons; increasing the frequency of the incident light didn’t affect the current, but increased the speed of the electrons; there was a frequency threshold, typically in the ultraviolet for many metals, below which there was no photoelectric effect at all.  Below this threshold, it didn’t matter what was the intensity of the light; there would still be no current.

The existence of the frequency threshold was especially difficult to explain if light was assumed to be a wave. Einstein realised, however, that there was a very natural explanation if he adopted Planck’s quantum hypothesis: that light came in photons with energies proportional to their frequency.

Einstein argued that the photoelectric effect was occurring when electrons in the metal plate were absorbing energy from the incident photons of light.  Each photon could liberate exactly one electron, so increasing the intensity of the light would increase the number of photons bombarding the metal, thus increasing the number of liberated electrons and hence the current.  However there is a certain minimum energy (which we call the work function) necessary to release an electron.  If a photon has less than this energy, the electron would stay put!  This explained in a straightforward way the existence of a frequency cut-off: if none of the photons had sufficient energy to liberate an electron then increasing the intensity of the light would make no difference.  Increasing the frequency, on the other hand, to be greater than the threshold would give the photons more energy than the work function of the metal.  Now the photons could liberate electrons and a current would flow.  Moreover, further increase of the frequency would give the photons more energy than was required to liberate an electron. This excess energy would be transferred to the electron as kinetic energy, thus increasing the speed of the liberated electrons.
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Despite his success in applying a quantum theory of light to explain the photoelectric effect, Einstein was far from happy!  He realised the profound philosophical implications of the existence of photons for the wave theory; did this mean that it was necessary to regard light as both waves and particles?  As these quotations show, Einstein grappled with this problem for more than twenty years after his photoelectric effect theory was published – and indeed the philosophical problems of ‘wave-particle duality’ were to fascinate and trouble him for the remainder of his life.
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Meanwhile, what about the collapsing atoms?  The concept of quantised energy was used by the Danish physicist Niels Bohr in 1913 to solve the puzzle of how electrons can continue to exist around atomic nuclei – although it is again fair to comment that Bohr’s theory at first had little physical basis.  Bohr proposed a model of the hydrogen atom (the simplest atom in nature) in which the single electron was only permitted to orbit at a series of discrete radii, corresponding to a set of allowed energy levels. The electron could make discrete jumps (or ‘quantum leaps’) between the radii of allowed energy levels, but could not orbit at intermediate radii.  This quantisation of the orbital radii prevented the inexorable inward spiral predicted in Maxwell’s theory.  Bohr’s model for the allowed energy levels of the hydrogen atom – together with the idea of quantised photons of light energy – also provided a good explanation for the emission and absorption lines seen in hydrogen spectra.  (For detailed background notes on spectra and spectroscopy, see ‘Getting the Measure of the Universe’).  The study of hydrogen spectral lines, and their correspondence to the predictions of the Bohr model of the atom, is an important experiment carried out by Glasgow University physics and astronomy students today – as Slide 38 shows!
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The bizarre concept of wave-particle duality was not just being applied to light.  In 1923 the French physicist Louis de Broglie made a startling proposition: if light waves also behave like particles, why shouldn’t particles also behave like waves?  de Broglie did some fairly simple calculations to relate the energy of a particle to its ‘wavelength’ – in terms of the speed of light and Planck’s constant.  His calculations showed that the wavelength of e.g. a tennis ball (recall our comment on Slide 13) would be so incredibly tiny that one would never expect to see it displaying wave properties; its ‘wave-particle duality’ applied purely in principle and would never be observed in practice.  The situation was very different, however, for e.g. an electron: a particle of this size (about one hundred million million times smaller than a tennis ball) would have a de Broglie ‘wavelength’ not so very different from its physical size.  Thus, its status as a wave or a particle was much more ambiguous; electrons could be expected to exhibit wave-like properties, and it should be possible to detect those properties.  

Sure enough, in 1937 Davison and Germer and Thomson and Reid were awarded the Nobel Prize for demonstrating electron diffraction and interference – the classic properties of waves.  (In fact George Thomson was the son of J.J. Thomson, who had been awarded the Nobel Prize for the discovery of the electron in 1897. Aside from being of note as a ‘father and son’ Nobel double, it is also interesting to remark that the father had won the prize for showing that electrons were particles, while the son won the prize for showing that they were waves. Such is the weird world of quantum physics!)

During the 1920s an impressive array of theoretical physicists (seven of whom are shown here, but that is by no means a complete list) worked very hard to turn quantum physics into a workable theory that allowed quantitative predictions of the outcomes of experiments to be made.  By the end of the 1920s, after much progress, the field of wave mechanics had been firmly established.  The implications of this theory were quite revolutionary.  In wave mechanics, events (e.g. a photon hitting a metal plate, an electron travelling along a copper wire, a radioactive nucleus decaying) were described in terms of a wave function.  This wave function couldn’t tell you exactly what was going to be the outcome of an experiment (e.g. would the photon liberate an electron in the metal plate, what isotope would the radioactive nucleus decay into?) it could only tell you what would probably happen.  In quantum physics all events were inherently probabilistic: every event was governed by the rules of chance.  

In the macroscopic universe this is not a problem, since the classical ‘expected’ outcome of an experiment (when e.g. we hit our tennis ball at a hole in a wall) is so overwhelmingly more likely than any other outcome that we can essentially predict with certainty what is going to happen.  In the quantum universe, however, the probabilities are less clear cut.  Consequently, a more appropriate picture of the atom which emerges from wave mechanics is not the ‘mini Solar System’ model of Bohr – even accounting for the quantisation of energy levels – but instead the ‘probability cloud’ shown in Slide 41.  The wave function for a hydrogen atom tells us where the electron is probably going to be, and some regions are more probable than others, but we don’t know exactly where the electron is until we measure its position.  Formally we say that the wave function of the quantum system collapses when we measure the electron’s position.  Indeed, the most widely accepted interpretation of what is going on in wave mechanics – known as the Copenhagen Interpretation, after Niels Bohr it’s chief architect – says that only when we make our measurement of the electron’s position does its wave function collapse; up until that point it simply doesn’t have a position – in a sense it doesn’t exist as a particle until we attempt to measure it.
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It is important to try to appreciate just how profoundly bizarre the implications of the Copenhagen Interpretation are.  Many people who have tried to get to grips with quantum physics have got as far as the Heisenberg Uncertainty Principle.  This is a formula, derived by the German physicist Werner Heisenberg, which tells us that the precision of measurements in a quantum is limited in principle – not just by how good our equipment is.  The Uncertainty Principle makes statements about pairs of quantities – for example the position and momentum of an electron.

A common way to explain the Uncertainty Principle is to think about trying to measure the position of an electron.  We can do this by e.g. bouncing a light beam off the electron and timing how long it takes for the light beam to return to us.  If we want to increase the accuracy of our measurement of the electron’s position we need to increase the frequency of the light. However, because the energy of a photon is proportional to its frequency; the more we increase the frequency, the more energy the photons will impart to our electron when they hit it.  This will have the effect of changing the momentum of the electron.  So the more accurately we try to measure the position of the electron, the less accurately we can measure its momentum.  The reverse is also true: the more accurately we try to measure the momentum of the electron, the less accurately we can measure its position.  Heisenberg was able to show that the product of the uncertainty on the momentum and position of a quantum system is roughly equal to Planck’s constant – a very small number, but never zero.

The above explanation of the Uncertainty Principle is quite useful, and demonstrates the important fact that the action of measurement in a quantum system cannot be separated from the quantum system itself.  In other words we cannot carry out an experiment in quantum physics without influencing, however slightly, the outcome of that experiment.

There is a deeper mystery at work here than is hinted at in this simple explanation, however.  In the above, we are still basically assuming that the electron has a momentum and a position, in some objective sense; it’s just that we are unable to measure them with arbitrary precision.  The Copenhagen Interpretation tells us, however, that it is only the action of observing the quantum system that determines whether it possesses position or momentum – two examples of what are termed complementary properties.  Up until we observe the system these two properties simply don’t exist!
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The issue of complementarity was closely linked to that of wave-particle duality.  This is because the position of e.g. an electron is essentially a particle-like property, while its momentum is a wave-like property.  Hence, the uncertainty principle and the Copenhagen Interpretation of wave mechanics implied that it is only the collapse of the wave function, caused by the action of measurement, that determines whether an electron behaves like a wave or like a particle.  This posed further deep philosophical questions, many of which continue to occupy the greatest minds in physics today.  For example, what exactly is it about the measurement of a quantum system that causes the collapse of the wave function?  Is it the interaction of the measuring equipment with the system? (As we remarked in discussing the Uncertainty Principle, the division between what is being measured and what is doing the measuring is blurred on quantum scales).  Or does it require the intervention of a conscious observer, interpreting the measurements, to cause the wave function to collapse?

A famous ‘thought experiment’ designed to highlight the philosophical issues surrounding the collapse of the wave function is ‘Schrodinger’s Cat’.  Imagine we put a cat in a box, with no windows or holes, alongside a radioactive source and a geiger counter connected to a bottle of poison gas.  The radioactive source, governed by the probabilistic rules of quantum physics, has a 50:50 chance of decaying within a certain time. We can’t say for sure whether the source will decay or not; we can only state the odds of the two outcomes.  If the source decays, it will emit a particle that will be detected by the Geiger counter; this will trigger a hammer which break the bottle of poison gas, killing the cat.  If the source does not decay, on the other hand, the poison gas will remain safely in its bottle and the cat will live.

The key question which this experiment highlights is as follows.  Before we open the box to look inside, is the cat alive or dead?  Common sense tells us that it will be one or the other, but common sense doesn’t always serve us well in quantum physics.  If we view the entire box, including the cat, as a single quantum system, then when will its wave function collapse?  Only when we open the box to look inside?  If that is the case, then the Copenhagen Interpretation would tell us that until we look inside the wave function consists of a superposition of the two possible states: a dead cat and a live cat.

The generally accepted view is that the cat is alive or dead – and not both – before the box is opened.  Since the cat is a macroscopic object, it does not maintain quantum coherence: its wave function collapses and its state assumes a definite outcome – either a dead cat or a live cat.  This quantum decoherence is why everyday macroscopic objects don’t display quantum behaviour, despite being made up of microscopic objects – atoms – which do.  But then what if we replace the cat by a fly? Or a single-celled bacterium?  How large is a quantum system before its wave function collapses through decoherence?  These are all questions which quantum physics is still grappling with.

We have still not explained what causes the collapse of the wave function, and what determines which outcome becomes ‘real’ when it does collapse.  Recall that in the Schrodinger’s Cat experiment the outcome was inherently random (as are all quantum processes); the fate of the cat was determined by whether or not the radioactive source decayed.  Is this true of every outcome?  Is ultimately everything that is ‘real’ in our Universe determined by chance?

It is perhaps worthwhile to pause briefly to reflect upon the difference between the experimental predictions of quantum physics and their philosophical interpretation.  The methods of wave mechanics initially developed by Bohr, Schrodinger and others are an excellent way to make quantitative predictions about the outcomes of quantum physics experiments.  They don’t predict exactly what will happen to every particle, but they predict very accurately the probabilities of different outcomes.  This is enough to make quantum physics work as a practical, and incredibly powerful, tool.  Just about every aspect of our modern technological civilisation – from the fastest supercomputers to the cheapest digital watch – relies on the success of wave mechanics as a way to make good predictions in quantum physics.

The big issue is, therefore, not how wave mechanics works, but why?  As we have been discussing, what determines the outcome in a quantum system when the wave function collapses?  The Copenhagen Interpretation – although probably the most popular – is only one of several explanations of this question.  Another well-known explanation is the Many Worlds Hypothesis, which essentially proposes that all outcomes are real, but exist in states that we might think of as parallel universes. We inhabit only one of these universes, and so perceive only one outcome.  This idea has many advocates (and has proven very popular in science fiction!) but presents fresh philosophical problems: for example, what determines which one of the parallel universes we inhabit?…
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The Copenhagen Interpretation, as advocated by Niels Bohr, and its seemingly random choice of outcomes when the wave function collapses, was opposed by Einstein on philosophical grounds throughout his (and Bohr’s) lifetime.  Einstein’s objections prompted from him the well-known quote ‘God does not play dice’ (reproduced in its more complete form here).  Einstein was unhappy with the implication that there was no objective ‘reality’ with quantum systems – that what is ‘real’ for an electron is determined only when we observe it.  In 1935 Einstein – together with Boris Podolsky and Nathan Rosen – proposed a thought experiment designed to challenge the Copenhagen Interpretation, by showing that it would lead to a paradox: an outcome that was obviously contrary to our common sense view of the world. Einstein, Podolsky and Rosen’s intention was to use this apparent paradox to demonstrate that there had to be an underlying objective reality, independent of what or how we choose to observe, which determines the outcome of experiments on quantum systems.
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We can describe the basic set up of the EPR experiment with a very simple quantum system consisting of two electrons (although, in the context of a talk about light, two photons would also fit the bill).  Suppose we arrange things so that, initially total momentum of the two electrons is zero – i.e. should we choose to measure the momentum of the electrons we would find that they are equal and opposite.  (We are permitted, within the rules of the quantum game, to know the total momentum of both electrons without having to decide to measure their individual momenta).  We can also, in principle, measure the separation of both electrons before we allow them to fly apart.  Then, after the electrons have separated, we decide to measure precisely the momentum of electron A.  Thus, electron A assumes wave properties.  The ‘paradox’ which Einstein and his colleagues were highlighting was that, according to the Copenhagen Interpretation of wave mechanics, electron B would then instantaneously also assume wave properties – the quantum states of the two electrons are ‘entangled’, despite the electrons being separated from each other.

EPR regarded such an outcome as paradoxical because it violated causality – the idea central to Einstein’s theory of relativity (see ‘Einstein’s Universe) that events are caused by other events, and information cannot pass between points in spacetime faster than the speed of light.  The seemingly instantaneous communication between the electrons, as electron A ‘tells’ B that it ought to behave like a wave, was breaking Einstein’s speed limit!  EPR concluded that “no reasonable definition of reality could be expected to permit this”.

However, in a series of experiments carried out since the 1970s, the phenomenon of quantum entanglement seems to be exactly what does happen – in flagrant violation of the rules of special relativity.  At first there appeared to be one possible loophole.  Perhaps the existence of the wave-measuring equipment at A before the electrons are separated could somehow affect B before it becomes causally disconnected from A, so that it ‘knows’ that it is going to have to be a wave.  Although this seemed far-fetched, it was a detail that needed to be checked.  In 1982 the French physicist Alain Aspect devised a clever experiment to do just that.  He arranged for there to be both position-measuring and wave-measuring equipment present, and only decided whether or not to measure the wave-like or particle-like property of electron A while it was already in flight – i.e. after it had become causally disconnected from electron B. Electron B could not, therefore, ‘know’ in advance whether it would be required to be a wave or a particle; it had to ‘know’ this once they had flown apart, by virtue of its quantum entanglement.

In the past few years, similar ideas of quantum entanglement have been used to ‘teleport’ subatomic particles across laboratories.  While this technology remains well short of what we see in Star Trek (and in all likelihood will never reproduce what we see in that programme), it nevertheless provides further proof that quantum entanglement is a genuine feature of the Universe – despite Einstein’s philosophical objections: that’s just the way the (quantum) world is!

With some of these startling recent developments like quantum entanglement, and bearing in mind that the whole field of quantum physics is only about 100 years old, it is very difficult to imagine where quantum physics will be 100 years from now.  Even a mind as great as Newton’s would struggle to come to terms with the mysteries of quantum physics, and what it has to say about his theories of light more than 300 years later.  As Niels Bohr said in 1934, “Those who are not shocked when they first come across quantum theory cannot possibly have understood it”.
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