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Likelihood Prior
Posterior

What we know now Influence of our 
observations

What we knew 
before

In the Bayesian approach, we can test our model, in the light of 
our data (e.g. rolling a die) and see how our knowledge of its 
parameters evolves, for any sample size, considering only the data 
that we did actually observe

Simple example:

Probability of obtaining a “head” when a coin is tossed
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5. Parameter Estimation and Goodness of Fit – part three



We want to know the probability of obtaining a “head” or “tail”.

How large a sample do we need to reliably measure this?

Model as a  binomial pdf: =   probability of H from single toss

Suppose we make  N  coin tosses, and obtain  r  heads

rNr
N rp  )1()( 

Likelihood  =
probability of obtaining
observed data, given 
model
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We want to know the probability of obtaining a “head” or “tail”.

How large a sample do we need to reliably measure this?

Model as a  binomial pdf: =   probability of H from single toss

Suppose we make  N  coin tosses, and obtain  r  heads

rNr
N rp  )1()( 

Likelihood  =
probability of obtaining
observed data, given 
model
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Likelihood PriorPosterior

What we know now Influence of 
our 

observations

What we 
knew before



‘Toy’ model problem:  What is the probability  of 
throwing a head from a single toss? 

We can generate fake data to see how the influence of the 
likelihood and prior evolve.

• Choose a ‘true’ value of  

• Sample a uniform random number, x, from [0,1]
(see e.g. Numerical Recipes, and Sect 9)

3. Prob( x <  )  = 

Hence,  if   x <   “Head”

otherwise  “Tail”

4. Repeat from step 2
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‘Toy’ model problem:  What is the probability  of 
throwing a head from a single toss? 

We can generate fake data to see how the influence of the 
likelihood and prior evolve.

• Choose a ‘true’ value of  

• Sample a uniform random number, x, from [0,1]
(see e.g. Numerical Recipes, and Sect 9)

3. Prob( x <  )  = 

Hence,  if   x <   “Head”

otherwise  “Tail”

4. Repeat from step 2

Take
 = 0.25
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Consider two different priors

p(


|I
 )



Flat prior; all values of  equally probable

Normal prior;
peaked at  = 0.5
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After  tossing  0 coins 
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After  tossing  1 coin:  Head
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After  tossing  2 coins:  H + H
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After  tossing  3 coins:  H + H + T
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After  tossing  4 coins:  H + H + T + T
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After  tossing  4 coins:  H + H + T + T
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After  tossing  5 coins:  H + H + T + T + T

p(
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After  tossing  10 coins:  5 H + 5 T

p(
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After  tossing  0 coins 
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After  tossing  10 coins:  5 H + 5 T
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After  tossing  20 coins:  7 H + 13 T

p(


| d
at

a,
 I

 )



Advanced Data Analysis Course, 2019-20



After  tossing  50 coins:  17 H + 33 T
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After  tossing  100 coins:  32 H + 68 T
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After  tossing  200 coins:  59 H + 141 T

p(
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After  tossing  500 coins:  126 H + 374 T

p(
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After  tossing  1000 coins:  232 H + 768 T

p(
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at

a,
 I

 )
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What do we learn from all this?

o As our data improve (i.e. our sample increases), the 
posterior pdf narrows  and  becomes less sensitive to 
our choice of prior.

o The posterior conveys our (evolving) degree of belief in 
different values of  , in the light of our data

o If we want to express our belief as a  single number we 
can adopt e.g. the mean, median, or mode

o We can use the  variance of the posterior pdf to assign an
error for 

o It is very straightforward to define  Bayesian confidence 
intervals  ( more correctly termed  credible intervals )
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95% of area 
under posterior 

1 2

“We are 95% sure that
lies between      and     “1 2



Bayesian credible intervals
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Frequentist confidence intervals

Consider an example (following Gregory pg 152)

Let          be an iid of            drawn from a population 
with unknown      but known          .

Let       be the sample mean RV, which has SD

Thus

 iX 10n  2,N
 1

X 32.0~10 m

  68.032.032.0Prob   X
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m

X
z






68.01 
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Frequentist confidence intervals

Consider an example (following Gregory pg 152)

Let          be an iid of            drawn from a population 
with unknown      but known          .

Let       be the sample mean RV, which has SD

Thus

We can re-arrange this to write

 iX 10n  2,N
 1

X 32.0~10 m

  68.032.032.0Prob   X

  68.032.032.0Prob  XX 
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Suppose that from our observed sample we measure

Can we simply write                                                                ?  68.072.508.5Prob  

40.5x
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Suppose that from our observed sample we measure

Can we simply write                                                                ?

40.5x

  68.072.508.5Prob  
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Question 12: We can’t write                                                        

because       is a fixed (but unknown) parameter. 

Hence, which of the following statements is true?

  68.072.508.5Prob  

A   

B

C

D



  172.508.5Prob0  

or

  072.508.5Prob  

  172.508.5Prob  

  1072.508.5Prob  



Suppose that from our observed sample we measure

Can we simply write                                                               ?

In the frequentist approach, the true mean       is a fixed (although 
unknown) parameter – it either belongs to the interval (5.08,5.72) or it 
doesn’t!   Thus

  1or072.508.5Prob  

40.5x



  68.072.508.5Prob  
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The statement

means that, if we were to repeatedly draw a large number of samples of 
size              from                   ,  we expect that in 68% of these samples

68%  is known as 
the coverage

  68.032.032.0Prob  XX 

10n  2,N

32.032.0  xx 
20 realisations of 68% confidence interval
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The statement

means that, if we were to repeatedly draw a large number of samples of 
size              from                   ,  we expect that in 68% of these samples

68%  is known as 
the coverage

  68.032.032.0Prob  XX 

10n  2,N

32.032.0  xx 

50 realisations of 95% confidence interval
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The statement

means that, if we were to repeatedly draw a large number of samples of 
size              from                   ,  we expect that in 68% of these samples

68%  is known as 
the coverage

  68.032.032.0Prob  XX 

10n  2,N

32.032.0  xx 

50 realisations of 95% confidence interval
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See also Mathworld demonstration here
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Compare the frequentist construction with Bayesian credible intervals
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p(
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95% of area 
under posterior

1 2

Note: credible interval
not unique, but can 
define e.g.  shortest  C.I.

1 2

“We are 95% sure that
lies between      and     “
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Compare the frequentist construction with Bayesian credible intervals



Example:  Gregory, Section 14

Inference of a Poisson sampling rate

In many physics experiments the data = discrete events distributed in 
space, time, energy, frequency etc.

Macroscopic events: rate of earthquakes,  sky location of a star

Microscopic events: LHC interactions, DM particle detections…

Model using Poisson distribution:  
!

),|(
n

erT
Irnp

rTn 
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Model using Poisson distribution:

is the probability that       discrete events will occur in 
time interval      , given a positive, real-valued Poisson process with 
event rate     , and given other background information     .

Suppose we make a single measurement of      events.  From Bayes’ 
theorem:

 
!

),|(
n

erT
Irnp

rTn 
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What should we choose as our prior                  ?

Later we will discuss this in more detail, and introduce the Jeffreys 
prior appropriate for a scale parameter.

However, the motivation for choosing a Jeffreys prior breaks down if 
the event rate      could be zero.

Adopt instead a uniform prior

(See Gregory, p 377 for further discussion)
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Substituting

Can show that, if                          then the posterior is approximately:

 
max0,
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Normalisation constant (doesn’t depend on event rate)
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Mode:

Mean:

Sigma

Tnr /mode 

  Tnr /1

  Tnr /1
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From Gregory, pg 379



Now suppose the measured rate consists of two components:

1. A signal, of unknown rate

2. A background, of known rate

Because we are assuming the background rate is known it follows 
that

and
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Normalisation constant

Can show that

Example: Dark Matter experimental results, reported Dec 2009

Simple analysis:
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Predicted event rate, assuming no signal

probability of observing two or 
more background events ~ 20% 
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Posterior pdf for the signal rate
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Posterior peaks away from zero, 
although p(s=0) is ~15%



Further example:  Gregory, Section 3.6

Fitting the amplitude of a spectral line.

Model  M1:     Signal strength   =

Assume other parameters are known

Amplitude
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Parameter to be fitted is 
amplitude of signal (taken 
here to be unity)

Observed data

     ITMDpIMTpIMDTp ,,|,|,,| 111 
posterior prior likelihood

Advanced Data Analysis Course, 2019-20



Posterior sensitive to choice of prior  (see later)
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Prior dependence less strong for stronger signal
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What if the frequency (channel number) is also unknown?

Can compute marginal 
posterior for C.N.

Possible lines at ~20 and < 10

Advanced Data Analysis Course, 2019-20



Allowing the C.N. to be a free parameter changes significantly 

the marginal posterior for the amplitude.

(But should we be fitting only one line?  See Section 8)
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Bayesian versus Frequentist statistics: Who is right?

If we adopt a uniform prior, results of Bayesian estimation 
are formally equivalent to maximum likelihood

But underlying principle is completely different.
(and often we should not  assume a uniform prior – see later)

)|model(),model|data()data,|model( IpIpIp 

Likelihood PriorPosterior
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Bayesian versus Frequentist statistics: Who is right?

If we adopt a uniform prior, results of Bayesian estimation 
are formally equivalent to maximum likelihood

But underlying principle is completely different.
(and often we should not  assume a uniform prior – see later)

)|model(),model|data()data,|model( IpIpIp 

Likelihood PriorPosterior
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“Fundamentalist” views expressed on both sides:
See my.SUPA (and Moodle) sites for some references.
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Bayesian versus Frequentist statistics: Who is right?

If we adopt a uniform prior, results of Bayesian estimation 
are formally equivalent to maximum likelihood

But underlying principle is completely different.
(and often we should not  assume a uniform prior – see later)

Important to understand both Bayesian and Frequentist 
approaches, and always to think carefully about their 

applicability to your particular problem.

)|model(),model|data()data,|model( IpIpIp 

Likelihood PriorPosterior
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Bayesian versus Frequentist statistics: Who is right?
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