2. More Theoretical Foundations: Marginalisation

Suppose there are a set of M propositions {xk k= 1,...,M}

M
Then ZP(XkU) = 1
k=1
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2. More Theoretical Foundations: Marginalisation

Suppose there are a set of M propositions {xk k= 1,...,M}

M
Then Zp(ka) = 1
k=1

Suppose we intfroduce some additional proposition Y

Use Bayes' theorem.  p(x,,y[1)=p(x | y,[)p(y|I)

pxy, ¥ 1) =pxy |y, Dp(y| 1)

' Un1vers1ty
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Then Zp(xk,yll){Zp(xkl;vJ) p(y|1)

/
1

./
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Then Zp(xk,yll){Zp(xkl;vJ) p(y|1)

/
1

./

Marginal probability

\ M
p(y|1)=Zp(xk,y|1)
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This extends to the continuum limit :

x can take infinitely many values

p(y| D)= | p(x.y|1)dx

A University o )
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This extends to the continuum limit :

x can take infinitely many values

p(y| D)= | p(x.y|1)dx

p(x,y|I) is no longer a probability, but a probability density

b
Prob(a<x<band yistrue|l) = J.p(x,y|1)dx

with obvious extension to continuum limit for y
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This extends to the continuum limit :

Also

x can take infinitely many values

Un1vers1ty
o of Glasgow

p| D)= | p(x,y|I)dx

[ pCxly.Dax = 1

N\

Normalisation condition
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Probabilities are never negative, so p(x)>0 forall x

We compute probabilities by measuring
the area under the pdf curve, i.e.

p(x)

b
Prob(a<x<b) = Ip(x)dx

'‘Normalisation’ jp(x)dx -1

University
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Some important pdfs: Discrete case

1) Poisson pdf
e.g. number of photons / second counted by a detector,

number of objects counted by a survey

r = number of detections

Poisson pdf assumes detections are independent, and
there is a constant rate u

University
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Some important pdfs: Discrete case

1) Poisson pdf
e.g. number of photons / second counted by a detector,

number of objects counted by a survey

; - pe”
r = number of detections p(r) = .

Poisson pdf assumes detections are independent, and
there is a constant rate u
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Some important pdfs: Discrete case

1) Poisson pdf
e.g. number of photons / second counted by a detector,

number of objects counted by a survey

; - pe
r = number of detections p(r) = .

Poisson pdf assumes detections are independent, and
there is a constant rate u

Can show that Z p(r)=1

Un1vers1ty
Qf G ASEOW Advanced Data Analysis Course, 2019-20



Some important pdfs: Discrete case

1) Poisson pdf

e.g. number of photons / second counted by a detector,

number of objects counted by a survey

p(r)
r_—u
e
pir) = &
r!
o= 1.0
s L= 5.0 i
. “o 2 4 5 ) 8 ) " 10
University
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Some important pdfs: Discrete case

2) Binomial pdf

number of 'successes’ from N observations, for two mutually
exclusive outcomes (e.g. 'Heads' and 'Tails’)

= number of 'successes’

r
€ = probability of 'success' for single observation

N
py) = S0 1-0)
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Some important pdfs: Discrete case

2) Binomial pdf

number of 'successes’ from N observations, for two mutually
exclusive outcomes (e.g. 'Heads' and 'Tails’)

= number of 'successes’

r
€ = probability of 'success' for single observation

N
py) = S0 1-0)

Can show that ZpN (r)y=1

r=0
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Some important pdfs: Continuous case

1) Uniform pdf (]
b—a

a<x<b

p(x) = <

0 otherwise

University
Qf Glasgow Advanced Data Analysis Course, 2019-20



Some important pdfs: Continuous case

2) Central, or normal pdf
(also known as Gaussian )

px) = ———exp —%’““j = N(u,0)

p(x)

_' \

0.8

04 (6

0.2

0
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Cumulative distribution function (CDF)

P(a) = jp(x)dx = Prob(x<a)

P(x)

0.8

04 06

0.2

L
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Question 1:  In the figures below, the blue curves show a normal
distribution with mean zeroand o =1.

Which of the pink curves shows a normal
distribution with mean zeroand o =0.5?

p(2) p(z)
0.4 - 0.4 -
A B
0.2 \ j
\ 0 \ \ 1z \ \ \ 0 \
3 -2 1 0 1 2 3 -3 2 -1 0 1
p(2) p(2)
0.4 - 0.4 -
C D

w -

\>

- \ /
0 T T 1 Z f T T O
0 1 2 3 -3 -2 -1 0



Measures and moments of a pdf

The nth moment of a pdf is defined as:-

<x"> = i x"p(x|1) Discrete case
x=0
<x"> = Tx” p(x|I)dx Continuous case

A University . )
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Measures and moments of a pdf

The 1st moment is called the mean or expectation value:

E(x) = <x> = ixp(xU) Discrete case
x=0

E(x) = <x> = jxp(x|[)dx Continuous case

—00
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Measures and moments of a pdf

The 2nd moment is called the mean square:

<x2> = i x> p(x|1) Discrete case
x=0
<x2> = sz p(x|1)dx Continuous case

A University ° )
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Measures and moments of a pdf

The variance is defined as:

Var[x] = i (x — <x>)2 p(x| 1) Discrete case

Var[x] T(x — <x>)2 p(x|I)dx | Continuous case

and is often writtenas o’

o=+c’ is called the standard deviation

A University * )
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Measures and moments of a pdf

The variance is defined as:

Var[x] = i (x — <x>)2 p(x| 1) Discrete case

Var[x] = T(x—<x>)2 p(x|I)dx | Continuous case

In general

Var[x] = <x2>—<x>2

A University . )
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Measures and moments of a pdf

pdf mean variance
Poisson  p(r) = ﬂ:!_ H H
Binomial v
) = Ao NG NO(1-6)

1
T pe) = g | dlarb) | f(b-a)
Normal

- g Mxoa) .
o) = p{z(aj] H o

Note: for a normal pdf all the higher moments are zero

A Universit
of Glasgovz
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Measures and moments of a pdf

The Median divides the CDF into two equal halves

Xmed

P(x..,) = j p(x)dx' = 0.5

P(x)

0.8

04 06

0.2

L
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Measures and moments of a pdf

The Median divides the CDF into two equal halves

X

med

P(x_,) = [|pXxHdx = 05
P(x) '
0 |
)
o |
L=
-+ | ik
o
Prob( x <X, ) = Prob(x>x,.,) = 05 |
< 7 g
o
/
o ]
X=U
Un1vers1ty
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Question 2:  The following table lists the absolute magnitude
(related to the log of luminosity) of the brightest
galaxy in 15 distant galaxy clusters. The galaxies
are arranged from brightest to faintest.

Cluster # M, Cluster # M, Cluster # M,
1 —23.36 6 —22.37 11 —21.14
2 —23.23 7 —21.89 12 =2ZL.13
3 —22.50 8 —21.33 13 =211
4 —22.48 9 —21.23 14 —21.08
S —22.46 10 — 2117 | —21.04

The sample median of these data is

A —23.36 B —-21.04 C —21.33 D -21



Measures and moments of a pdf

The Mode is the value of x for which the pdf is a maximum
p(x)

E ;-

0.8

04 (6

0.2

0
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Measures and moments of a pdf

The Mode is the value of x for which the pdf is a maximum
p(x)

E ;-

0.8

04 (6

0.2

0

For a normal pdf, mean = median = mode = U
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Variance of a Function of a RV

The variance, var|f(x)], of an arbitrary function of x can be

approximated to second order by the following expression

This expression is the basis for the ‘error propagation’
formulae we use in e.qg. undergraduate physics labs

See also the SUPAIDA course
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Question 3: Which expression correctly approximates the error
on the natural logarithm of a variable x ?



Multivariate Distributions

Thus far we have considered only the pdf of a single (univariate)

RV. We now extend to the multivariate case of two or more RVs.

Joint pdf

The joint pdf of two RVs, 2y and x5 is p(xq,25). Then,

by bo
Prob(a; < X7 < by and az < Xa < bs) = / / p(x1, x2) dridrs
aq o

Extension to more than two RVs is carried out in the obvious way.
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Marginal Distributions

The marginal pdf, p;(x1) of x; is defined by

pi(z1) = f p(r1,T2) drs

g v O
and is a pdf in the usual sense that
1. py(zq) = 0, for all a4

2. Piobld <& <h) = fab p1(xy)dxy

3. [Z pi(z1)dzy = 1

University
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Marginal Distributions

Similarly, the marginal pdf of x5 is

oo
pa(zr2) = / p(1,2) da

— o0

In general, given any multivariate pdf, we may find the marginal pdf

of any subset of the xy,.... z,, by integrating over all other variables.

o5

p13(xr1,xr3) = / / By By) BESATHATE -0,

— OO0 — OO0

A University ° )
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Conditional Distributions

Consider the joint pdf, p(x1, x3), of 21 and 5. Suppose we observe
r1, but do not observe r9. We want a function that describes the
pdf of x4, given the observed value of z; (usually simply stated as
‘given x1"). This function is known as the conditional pdf of x4,

written as p(xs|ry), and defined by

p(z1,72)
p1(z1)

plzalzy) =

i.e. the conditional pdf is obtained by dividing the joint pdf of x

and x5 by the marginal pdf of 1 (provided py(x) # 0).
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Conditional Distributions

Similarly
p(z1,72)
p2(z2)

p(zilre) =

Extension to more than 2 RVs is again straightforward. For exam-

ple,
p(x1, 9,13, 14)

p24(x2, 74)

p(mljﬂ?S‘ﬂ?Z?le) ==
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Statistical Independence

If the conditional pdf of x5 given xy does not depend on xq, this
means that r; and x5 are statistically independent, since the ob-

served value of x5 is unaffected by the observed value of xq.

Equivalently, 1 and r9 are independent if and only if the joint pdf
of r1 and xo2 can be written as the product of their marginal pdfs,

1.e.

p(zi,22) = pi(ar) pa(xs)
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Example application 3x107 T R
Is the luminosity distribution of i e T
galaxies independent of redshift, i o i
or do galaxies evolve? i i i

—~2x107 ( L] -
To answer this question is not : i 2 "jn 4) i
straightforward. The observed = i Gt i
distributions of luminosity and o i i
redshift are in any case not = i 7
independent — due to what are 3 107 e R e T
known as selection effects. B i
At higher redshift only the more [ ctanad .
luminous galaxies are bright - R E
enough to be detected, so the e R L B
observed luminosity distribution 0.05 0.1 0.15
appears to evolve — but is this redshift (z)

evolution real?...

A University L )
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Question 4:  Which of the following joint pdfs describe variables
X and Yy which are statistically independent?

A p(xy)ct(x+y);  0<xy<w
B p(x,p)cexp-i(x+y); 0<x,y<o
C p(x,y)clog(x+y); 0O<x,y<owo

D p(x,y)ocexp[—%(x+y)]; 0<x<y, 0<y<ow



The bivariate normal distribution

Let x and y be RVs with the following joint pdf

1 1

n(x, 1 = exp | —— (r. 1
p(z,y) AL m_pg)»?( y)

where the quadratic form, Q(x,y) is given by

T =g w B e Y iy Y — Hy.\2
). - — 2
Qry) = LR -2 + ()

Then p(x, y) is known as the bivariate normal pdf and is specified
by the 5 parameters ik, jiy, 0x, oy and p. This pdf is used often in

the physical sciences to model the joint pdf of two random variables.

A University L )
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The bivariate normal distribution

p(x.y)

] -I-. J
e ’r '{’F&FH‘ "Il*"“ih'l
...... ‘ “
i
*:": A i"’.-“' *“‘ ‘

.'. t"‘*" -‘
:*"!‘ 'l' "-1.

Umver51ty

0 G ASEOW Advanced Data Analysis Course, 2019-20




The bivariate normal distribution

The first 4 parameters of the bivariate normal pdf are, in fact, equal

to the following expectation values:-
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The bivariate normal distribution

The parameter p is known as the correlation coefficient and

satisfies

[ Ell@ — )y —py)] =  poxoy }

Note that if p = 0 then x and y are independent.

El(x — px)(y — py)] is known as the covariance of = and y and is

often denoted by cov(z,y).
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The bivariate normal distribution

The parameter p is known as the correlation coefficient and

satisfies

[ Ell@ — )y —py)] =  poxoy }

Note that if p = 0 then x and y are independent.

El(x — px)(y — py)] is known as the covariance of = and y and is

often denoted by cov(z,y).

In fact, for any two variables x and y, we define

[cov(x,y) = E[(X—E(X))(y_E(;V))] }

A University L )
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Isoprobability contours for Y1 p=00 | Y p=03
the bivariate normal pdf I @I
0 >0 : positive correlation
y tends to increase as x increases :
X X
p<0: negative correlation 7. »=0s |V p=01
y tends to decrease as x increases
X X
Y1 p=-07 Y1 p=09
X X
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Isoprobability contours for Yip=oo | Vo0
the bivariate normal pdf

0 >0 : positive correlation

y tends to increase as x increases

0 <0 negative correlation Y p=0s | Y p=07

y tends fo decrease as x increases |

Contours become narrower and | | | | | |
steeper as i i
‘p‘—)l Yip=-07 | Y p=09 |

— stronger (anti) correlation

between x and y. | 1 %

i.e. Given value of x, value of
y is tightly constrained. T T x T Tx
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The bivariate normal distribution
The marginal pdfs of x and y are just the univariate normal pdfs,
1.e.

pz(z) = N(px, 0x) py('y) — j\'r(ru}’? J}’)

The conditional pdf of y given x is also a univariate normal pdf,

V1Z:-

- U.’
plylr) = Nipy+2

X

p(z — px),oyy/1 = p?)

with the corresponding expression for p(z|y).




The bivariate normal distribution

py + z—l p(x — px) is often referred to as the conditional expecta-

tion (value) of y given x, and the equation

[ Yy =ty + g=p(T — px) J

is called the regression line of y on =.
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