Numerical Astronomy 1 — Part 5

1 Modelling

Modellinghasthesameaimasinverseproblemmethods- youhave asetof datapoints
andyou wantto get at the physicsunderneath.In both casesyou know something
aboutthe forward problem— in the IP approachyou expressthis in the functional
form of the kernel,andin the modellingapproachin the functional dependencef
the predicteddataon a setof model parameters.in the IP approachwhat you try
to recover is someotherwiseunconstrainedourcefunctionwhich is distortedby the
kernelinto the datafunction; in the modellingapproachyou aim to find numerical
valuesfor the setof parameters.

In the mosttypical modellingproblem,you will have somephysicaljustification
for the dependencef the dataon the parameterswhich will generallyhave some
directphysicalinterpretationasorbitalelementspr atomicrateconstantsor whatever
is appropriate Sometimeshowever, the parametersvill be coeficientsin anabstract
functionexpansionfor examplein termsof gaussiangthereis anobviousconnection
herewith theorthogonafunctionexpansiorof Sect.3-1.3).

It isthisphysicaljustificationfor themodelwhichgivesmodellingbothits strength
andits weaknessln effect,you aresaying'l really believe the physicalsystemis like
this, andl just wantto know the numbers’.Whatyou aredoing hereis, in IP terms,
packinga hugeamountof prior informationinto the problem.If the physicsreallyis
like that,andif nothinguntovardis happeningo your dataonits way to your instru-
mentsthenyou'vewon—you canreadoff thenumbersandstartworrying aboutwhat
they tell you aboutastronomylf themodellingapproachs appropriatebut themodel
is wrong,thenevenyour bestfitting setof parametersvill shov a poorfit to thedata
(in asuitablyquantifiedsense)andyou will bepromptedo discardthe model.What
cangowrong?

The qualificationsabove areimportant. A modelwill berevealedto bewrongif
themodellingrouteis appropriateWe have seenjn parts3 and4, thatprior informa-
tion, explicit or implicit, canregulatetherecovery of anunderlyingfunction,avoiding
excessve dependencen datanoiseby pulling it towardssomeprior assumptiorsuch
assmoothnessr positvity. However, asdiscussedn Sect.4-2,too muchregulation
(thatis, choosingtoo large a regulationparametei in Eqn.(4.3)) meanghatyoure-
coverthesamesourcefunctionfor justaboutary data. Thesames truein thecontext
of modelling: if the modellingrouteis inappropriateyou will obtain‘good’ fits for
just aboutary data,evenif thereal physicslooks nothinglike your modelof it. In
otherwords,modellingis badin sucha situation,becausét always‘works’. Evenif
you enterthis problemwith your eyesopen,viewing the assumedanodelassubstan-
tial prior information,theapproactcanbe criticisedin the sameway thatclassicalP
approachesan,sincethe prior informationentersyour techniquen anuncontrolled,
implicit, fashion.

When, then,is modellingappropriate?f thereareso mary similaritiesbetween
modellingandinverseproblemsjs therearealdifference?
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Yes. The key is conditioning. In Eqgn. (3.23) we seethatfor aninverseproblem

g = Ku
[[0ul| <Cx llogl| 7
[Jull llell
andthatthe characteristiof aninverseproblemis thatthe conditionnumberCx =
[IK||[|K~Y|| is large. The characteristioof a modelling problemis that it is well-
conditioned:the conditionnumberis (speakingoughly) of orderl andsotheerrors
in therecoveredparameterareof orderthe errorsin thedata.

If a problemis ill-conditioned,you needto attackit with inverseproblemmeth-
ods, becausenly thesemethodsare setup to dealwith thatill-conditioning. It is
unfortunatethat inverseproblemapproachesre generallyharderto setup anduse
thanmodellingapproaches.

Any modellingmethodshouldgive you parameteestimateshowever, it should
alsogive you estimate®f boththeerrorsin theseestimatesandthe quality of thefit,
sincethesecantell you whetherthe parametergou have obtainedaremeaningful-
large errorsor a badfit tell you that somethingis wrong. If you do not have these
supportingneasuresandyoudo nothaveindependeninformationabouttheproblem,
thenbevery, very, cautiousaboutdrawing ary scientificconclusiongromthenumbers
which have appearedh front of you.

Thereis a greatdealmoreto sayaboutmodelling,becausét is harderandmore
subtlethanit first appearsandbecausdt is full of elephantrapswhich arethe cause
of agooddealof badscience Thetechnicalitiesvould, however, take ustoofarafield.

(5.1)

2 Review: Choosing an IP algorithm

In mary casessimply recognisinghata problemis ill-conditioned,andso mustbe
treatedasan inverseproblem,is a significantpositive step. This immediatelyopens
up the problemof which IP methodto useto approactthe problem.In this section,|
will briefly review the differentmethodd have describedn the precedingveeks.As
well, CraigandBrown give arecommendedtratey in their chaptei8.

Quadrature Verysimpleandstraightforvard,andsoof primarily pedagogicalise,|
think. Couldbeusefulfor theinitial explorationof a problem.

Product integration A bit moresophisticatedhansimplequadratureGoodfor rel-
atively undemandingroblems.

Polynomial expansion Thoughit’'s arguablyatypeof modelling,thisis aflexible IP
approachwhich will work well if you keepyour wits aboutyou. It could be
very usefulin a primarily analyticalinvestigationof aninverseproblem.If you
choosea badsetof functions,however, thingscouldgo badlywrong.

Singular value decomposition Very powerful and stable,but computationallyex-
pensve.

Regularisation An extremelyflexible techniquewhichwill work well if you have a
suitableregulating/smoothindgunctional. It requiresa gooddeal of investiga-
tion of the problembeforeyou canmale sensiblechoicesaboutthe smoothing
parameter

Backus-Gilbert Computationallyexpensve, and not generallysuitablefor actual
dataprocessing.It givesgoodinsightsinto the problem,the soft of datares-
olutionrequired andwhatmight constitutean optimal experiment.

Maximum entropy Verywell suitedto certaintypesof problemswherediscretefea-
turesareto berecoredfrom a noisy backgroundoftenusedin imageprocess-
ing, for example).Thestatisticof therecoveredinformation(thatis, bias,error
estimatesareoftennotgood.
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Youwill typically needto supportyourinvestigationdy somesimulation,suchas
playingwith the sourcefunction andusingthe forward problemto find the effect on
thesimulateddata.Similarly, techniqguesuchasfakingdataandusingyourtechnique
to recover the sourcefunctionwill be necessaryo helpyou chooseparametersuch

asthesmoothingparameter
In all casesthe useof a suitablelP methodshouldnot, and indeedcannot,be

takenasa substitutefor fully understandinghe problemandits scientificcontext, and
thinking deeplyandcarefullyaboutit.
Havefun.
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